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Since the public launch of ChatGPT in 
November 2022,1 artificial intelligence (AI) 
has become the latest new technology craze. 

While chatbots are certainly fun to play with, hal-
lucinations and all, many directors are seeking to 
understand how, if it all, this technology will impact 
the day-to-day operations of the funds they oversee. 
This article seeks to demystify AI, through provid-
ing a brief primer on the topic. It then discusses (1) 
applications for AI in our industry, (2) the regula-
tory framework surrounding AI, and (3) consider-
ations for directors in overseeing funds and advisers 
as AI is deployed across the industry.

AI Primer
Artificial intelligence, a term invented in the 

1950s, is itself a rather fluid concept. John McCarthy, 
who many consider the father of AI, defined it as, 
“[G]etting a computer to do things which, when 
done by people, are said to involve intelligence.”2 
The National Institute of Standards and Technology 
(NIST) has defined AI as “[S]oftware and/or hard-
ware that can learn to solve complex problems, … 
solve tasks that require human-like sensing…, cog-
nition, planning, learning, communication, or phys-
ical action”3 And IBM has suggested that, “At its 
simplest form, artificial intelligence is a field, which 
combines computer science and robust datasets, to 
enable problem-solving.”4

The critical thing to know is that, despite the 
hype, AI does not think, and it does not know. It 
involves a system of immensely complex pattern rec-
ognition that is performed by a machine. ChatGPT, 
for example, uses “a type of neural network known 
as a transformer. Transformers are a type of deep 
learning algorithm that is commonly used in the 
field of natural language processing (NLP). They are 
designed to process sequences of data, such as text, 
and learn patterns in that data that can be used for 
various NLP tasks, such as text generation or ques-
tion answering.”5 The system can thus access a vast 
bank of data and predictively generate “contextually 
relevant responses.” The AI involved in these systems 
can generate true information (that is, “get it right”), 
but it can equally generate information that may be 
contextually relevant and yet flat out wrong.

While chatbots, a more accessible form of AI, 
represent a step change in the public’s understanding 
of AI, many AI-based applications have been with us 
for years. In recent remarks on AI, US Securities and 
Exchange Commission (SEC) Chair Gensler observed 
that artificial intelligence technology “already is play-
ing a part in call centers, account openings, compli-
ance programs, trading algorithms, sentiment analysis, 
robo-advisors, and br3okerage apps.”6 Common appli-
cations, as discussed below, with which most are 
already familiar, include digital assistants, navigation 
apps and driver assistance features on vehicles.
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Types of AI
There are distinct types of AI, including weak 

AI, strong AI, and the related subfields of deep 
learning, machine learning (ML), and generative AI. 
Weak AI, also referred to as narrow AI, is the most 
common AI used today and consists of AI trained 
to perform specific tasks, for example, a navigation 
app, as described above, or automated responses uti-
lized by a call center. Strong AI represents the wave 
of the future, in which AI’s capabilities are more 
generalized.

Machine learning is a subfield of AI which 
involves the use and development of computer sys-
tems that are able to learn and adapt without fol-
lowing explicit instructions, by using algorithms 
and statistical models to analyze and draw inferences 
from patterns in data.

Deep Learning is a type of ML that uses artificial 
neural networks made up of many interconnected 
nodes to process more complex patterns using larger 
data sets than traditional ML. Although the technol-
ogy borrows vocabulary used to describe the human 
brain, so-called neural networks are actually com-
plex pieces of code—no neurons involved. The cod-
ing, however, is designed to replicate the complex 
relationships within the human brain that allow for 
pattern recognition, prediction and inference. In an 
artificial neural network, there is an input layer, one 
or more hidden layers, and an output layer. Based on 
various parameters, each node connects to another 
and under certain conditions can send data to the 
next layer of the network, ultimately yielding the 
output. Neural networks can be trained on large 
data sets to learn and improve their accuracy over 
time. Their strength is that once trained they clas-
sify and cluster data at a high velocity.7 This is the 
superpower of AI, because it allows data to be clas-
sified and summarized almost instantaneously when 
compared to the time required for humans. Search 
algorithms that can search the web in an instant to 
deliver useful information on everything from local 
restaurants to physics are an example of the power of 
neural networks.8

Large language models (LLM) are very large, 
complex deep learning models that are trained on 
massively large datasets. LLMs can “understand” text 
to help them summarize, generate and predict new 
content. Generative AI, such as ChatGPT, refers to 
deep learning models that can learn to generate new 
outputs based on the data they have been trained on. 
Rather than identifying existing information, like 
a search engine, generative models can create new 
content in the form of images, text, and audio.

Parameters are an overlooked, but key point in 
understanding how deep learning AI works. Simply 
put, parameters are the variables in a deep learning 
model that can be adjusted to influence the model’s 
performance. They control, in effect, the conditions 
under which the different nodes will connect with 
each other. Generally, parameters are connection 
weights and biases. For example, they can be weights 
in the connections between nodes, or with respect 
to the thresholds for creating a connection among 
nodes. Examples of parameters include things like 
pixels or color depth when using AI to identify 
objects in images. In that case, parameters that rep-
resent the weights of the connections between pix-
els and what causes a node to send data would be 
important.

The programming capacity to use enormous 
numbers of parameters has been a key driver in the 
increasing abilities of AI. For example, in 2018, the 
first version of ChatGPT was trained on 120 million 
parameters. The most recent version of ChatGPT, 
released in 2022, was trained on in excess of 100 tril-
lion parameters.9 However, while the ability to add 
parameters vastly increases the power of AI, it should 
be noted that the addition of parameters adds signifi-
cant cost to the development of LLMs. The ability to 
train LLMs on huge data sets has been a major driver 
in the development of the technology. And it sheds 
light on why all of this is possible now. The Internet 
has been around since January 1, 1983. Google 
launched on September 4, 1998. In the past 40 years 
greater and greater amounts of data have been gen-
erated digitally. The amount of data available today 
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combined with available computer processing power 
now roughly correlates to the amount of data needed 
to effectively deploy LLMs.

As the capabilities of AI increase, experts across 
all industries are asking themselves how they can 
benefit from AI and what threats it poses. It has been 
estimated that in the next decade, nearly one-fourth 
of all tasks currently performed by US workers and 
35 percent of those performed in the financial ser-
vices industry could be performed by AI enhanced 
bots.10 On the other hand, most experts also believe 
that while AI has the capacity to reduce mundane 
and rote tasks such as the gathering and summariz-
ing of data, human expertise will continue to be an 
essential feature of any workstream. So, while it may 
be possible to use AI to summarize financial data or 
assist with first drafts of performance reports and 
financial statements, execute trading strategies, field 
routine calls in a call center, review email for spam, 
or perform routine compliance reviews, the output 
will still require expert review by knowledgeable 
humans.

Challenges to AI Models
AI models, however, in their current form, 

present multiple challenges. Two examples relate 
to model drift and model collapse. With respect to 
both, an AI model is only as good as the data it 
is trained on and the more heterogenous the data, 
the better the model. In 2022, however, almost half 
of the content on the Internet was generated by 
bots.11 If the data on which an AI model is trained 
is homogenized or otherwise defective, the model 
can collapse. For example, it was originally thought 
that AI could eliminate bias since a machine should 
not be biased, but researchers quickly discovered 
that was not true, because the training data was 
itself biased. Similarly, while a model may be set 
with specific parameters, it may for reasons not 
completely understood, drift over time, such that 
the outputs differ from those intended by the train-
ers. For this reason, as discussed below, testing both 
before deployment and once deployed is an essential 

component of using AI. Testing allows an enterprise 
to evaluate outputs, compare them against expecta-
tions and then build constraints to limit permissible 
drift.

Applications in Financial Services and 
the Mutual Fund Industry

AI has already been broadly deployed across 
the financial services industry. It can be as simple 
as an analyst using AI to quickly generate code, 
to its use to identify trends in data, to summarize 
fund performance, to detect fraud, or to design and 
implement portfolio management strategies and 
the use of robo-advisers. One of the most attractive 
features of this technology is that it speeds up time 
to market, and in financial markets, speed can be 
important. AI models can rapidly summarize earn-
ings data, financial reports, and other more arcane 
market data to generate and in some cases execute 
buy and sell recommendations. In some marketing 
efforts, wholesalers can reach out to multiple cli-
ents, and the first interactions will be with an AI 
enhanced machine, until there is a level of interest 
that justifies a human interaction. AI can also be 
used to analyze browsing patterns to identify when 
a customer might be ready to invest, speeding up 
the efficiency of the sales cycle. On the transfer 
agent side, AI can be used to spot fraud through 
its ability to detect anomalous patterns in data. On 
the other hand, AI can be used to commit fraud 
more effectively, because bad actors can use it to 
detect how defenses operate and to circumvent 
those defenses.

The trading capabilities of AI already have been 
utilized for some time by both quant-based managers 
and active managers who use the ability of machine 
learning to rapidly digest market data.12 Some 
hedge funds using these technologies have achieved 
excellent performance. Renaissance Technologies’ 
Medallion Fund, which uses quantitative trading 
techniques fed by massive data sets and rules-based 
algorithmic trading returned 66 percent on an annu-
alized basis before fees and 39 percent after fees from 
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1988 to 2018.13 Multiple asset managers are engaged 
in pilot programs.14 Several AI driven exchange-
traded funds (ETFs) also have been launched.15 
Kaiju ETF Advisors developed the first actively man-
aged ETF in which the AI itself executes the trades.16 
ETFMG’s AI Powered Equity ETF (AIEQ)17 and 
the Qraft AI-Pilot US Large Cap Dynamic Beta and 
Income ETF (AIDB)18 currently use AI to make all 
fund investment decisions. Ocean Capital Advisors, 
in partnership with ETFMG has launched Rogers 
AI Global Macro ETF, a global macro ETF of ETFs, 
which is the first passive artificial intelligence backed 
ETF that uses AI to determine every investment 
decision and reveal the specific processes behind 
each decision.19

AI is being used to increase efficiency on the 
administrative side of the fund space by sifting 
through vast amounts of internal communica-
tions, assisting with document review, creating 
financial literacy documents and web content, and 
reviewing and approving public communications. 
AI-enhanced document generation can also be used 
by legal and accounting departments and improved 
speech recognition and generation can improve call 
center functioning. Implications for AI in the cyber-
security space are mixed. AI’s ability to adaptively 
learn and detect novel patterns can both accelerate 
detection, containment, and response, and create 
enhanced opportunities for spoofing, phishing, and 
other fraud.

Regulatory Framework
Regulators around the globe are scrambling to 

deal with the complex challenges posed by AI. Issues 
that are not unique to the financial services industry 
include: bias, intellectual property, and privacy. Each 
of these is discussed below.

AI algorithms can be biased if the input data or 
underlying model, created by humans, is biased.20 
For example, the real world exhibits long-standing 
patterns of bias and discrimination, this data then 
forms the basis for training the AI (including for 
example data sets that represent sampling bias), 

the design of the model itself may involve unrec-
ognized bias, and the outputs may reinforce the 
bias embedded in the data. As a result, the use of 
AI programs has been shown to result, for exam-
ple, in biased hiring and healthcare practices. In 
response, New York City21 recently has passed and 
implemented laws requiring AI hiring programs 
and healthcare algorithms to be audited for bias 
before use.

The creation of AI models involves scraping data 
from the web. In so doing, protected intellectual 
property may be infringed upon. Lawsuits have been 
filed against AI platforms by creators who claim AI 
is using their original works without their permis-
sion to train AI in their styles in which plaintiffs 
have claimed copyright infringement,22 trademark 
infringement,23 right of publicity misappropria-
tion,24 and raised interesting and novel questions with 
respect to ownership of outputs.25 Another interest-
ing issue relates to data input by users of ChatGPT 
and other chatbots. In that case, the AI model may 
use the data, including the search terms themselves, 
input by the user to train on. Confidential informa-
tion could thus be compromised. For this reason, 
many enterprises have limited the use of chatbots 
and other AI tools.

With respect to privacy, AI algorithms may 
engage in abusive data practices because they rely on 
input data to learn and predict patterns. Therefore, 
AI algorithms may store user data without the con-
sent of the user. Many individuals also have dis-
covered that chatbots generate misinformation 
concerning themselves or others. For this reason, the 
Federal Trade Commission has opened an investiga-
tion over whether a chatbot has harmed consumers 
through its collection of data and its publication of 
false information on individuals.26 Because personal 
identifiable information (PII) maintained by asset 
managers is generally carefully protected already, this 
should not pose an issue for asset management firms, 
although individual portfolio managers or directors 
may be surprised by the information generated by 
chatbots.
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European Union AI Act
The European Union AI Act27 provides a useful 

framework for thinking about AI risk. It essentially 
creates a risk pyramid and regulates activity accord-
ing to its risk classification. At the top is social scor-
ing, mass surveillance, and manipulation of behavior 
causing harm, which are categorized as unaccept-
able risk and strictly prohibited. Next, access to 
employment, education and public services, safety 
components of vehicles, and law enforcement are 
categorized as high risk and regulated to require con-
formity with identified standards. Impersonation, 
chatbots, emotion recognition, biometric categori-
zation and deep fakes are categorized as limited risk, 
and require transparency and disclosure to make 
clear that AI is being used. All remaining applica-
tions are considered minimal risk and no regulations 
are applied.

Biden Administration AI Bill of Rights
Although Congress has yet to act, the Biden 

administration issued a so-called Blueprint for an 
AI Bill of Rights in October 2022,28 which contains 
a set of “five principles and associated practices” to 
help “guide the design, use, and deployment of auto-
mated systems to protect the American public in the 
age of artificial intelligence.”29 The AI Bill of Rights 
provides for the following:30

1. Safe and Effective Systems. Systems should be 
designed to proactively protect users from harms 
stemming from unintended, yet foreseeable, 
uses or impacts of automated systems.

2. Algorithmic Discrimination Protections. 
Algorithms should be free from discrimination 
and systems should be used and designed in an 
equitable way,

3. Data Privacy. Users should have agency over how 
their data is used, and systems should have built-
in protections against abusive data practices,

4. Notice and Explanation. Developers should pro-
vide a plain language, easily understandable 
description of the system.

5. Human Alternatives, Consideration, and Fallback. 
Users should be able to opt out and have access 
to a person who can remedy problems.

Securities and Exchange Commission 
Concerns–Generally

Chair Gensler has been active in speaking on the 
topic of AI.31 The concerns raised by Chair Gensler 
and SEC Staff concern the following topics:

1. Conflicts of Interest. This concern pertains to the 
concern that when brokers and financial advisors 
utilize AI to service a client, they still owe a fiduci-
ary duty to that client. There is thus concern over 
whether the AI being used is optimizing in favor 
of the client’s best interests, or in favor of the bro-
kers’ and financial advisors’ best interests. This 
in turn can be related to the parameters that are 
built into the AI model which guide the interests 
that the model seeks to optimize—that is, make 
money for the adviser or make money for the cli-
ent. The nuances associated with fiduciary princi-
ples are complex to build into an AI model.32

2. Digital engagement practices. Use of predictive 
data analytics, built upon artificial intelligence 
and machine learning, coupled with differential 
marketing, differential pricing, and individually 
tailored behavioral prompts—what the SEC calls 
digital engagement practices—raise suitability 
and best interest concerns. For example, while it 
may be appropriate for Tik Tok to endlessly serve 
up video that is algorithmically designed to stim-
ulate engagement, regulated entities must build 
in safeguards to ensure that the content gener-
ated for clients meets regulatory requirements.33

3. Bias and Misinformation. AI developers need to 
be conscious in disallowing their programs from 
accessing data that reinforces historical inequities 
and reflects bias. There is concern over AI’s ability 
to enable fraud and spread misinformation.

4. Systemic and Market Risk. Too much concentra-
tion among AI programs could leave the financial 
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system vulnerable. Specifically, the programs 
could pose a systemic risk if there is too much 
concentration among AI data aggregators and 
generative AI and one of the programs makes an 
error. Similarly, reliance on a small number of 
vendors in the generative AI level of a tech stack 
with multiple fintech applications built on top of 
that level could result in cascading failures.34 In 
addition, markets already have experienced flash 
crashes and other impacts of increasingly sophis-
ticated algorithmic trading. The ability to gener-
ate deep fakes also has the potential to impact 
markets. For example, in May 2023, a fake image 
of an explosion near the Pentagon was shared on 
Twitter leading to a brief dip in the stock market.35

5. Accountability. As algorithms learn and move far-
ther from their initial programming, who should 
be held accountable if it makes an error? This is a 
rapidly growing concern that AI developers and 
providers will need to address, and which should 
be controlled through design, governance, and 
initial and ongoing testing of AI models.36

6. Explainability. Explainability is the ability to 
express why an AI system reached a particu-
lar decision, recommendation, or prediction. 
Developing this capability requires understanding 
how the AI model operates and the types of data 
used to train it, which may become difficult as 
the model iterates. Again, robust testing to ensure 
that outputs remain consistent with expectations 
is essential to maintain explainability.37

SEC proposed AI Conflicts of Interest Rule
As a first step in addressing these issues, on July 

26, 2023, the SEC proposed new rules under the 
Securities Exchange Act of 1934 (Exchange Act) 
and the Investment Advisers Act of 1940 (Advisers 
Act) that would require broker-dealers and invest-
ment advisers, registered or required to be registered 
under Section 203 of the Advisers Act, to take cer-
tain steps to address conflicts of interest associated 
with their use of predictive data analytics and similar 

technologies (the AI Conflicts of Interest Rule).38 
The proposed rule would require broker dealers and 
advisers to eliminate or neutralize the effect of con-
flicts of interest associated with the firm’s use of tech-
nologies39 that optimize for, predict, guide, forecast, 
or direct investment-related behaviors that result in 
investor interactions that place the interest of the 
firm or its associated persons ahead of investors’ 
interests (whether intentionally or unintentionally).

Under the proposed rules, firms must evaluate 
the use of covered technologies to identify conflicts, 
eliminate or neutralize the effect of the conflicts once 
identified, and adopt written policies and proce-
dures reasonably designed to prevent violations and 
achieve compliance with the proposed rules.40 The 
firms must also review, no less frequently than annu-
ally, the adequacy of the policies and procedures 
established pursuant to the proposed rules and the 
effectiveness of their implementation.41 Importantly, 
the AI Conflicts of Interest Rule also requires firms 
to test a covered technology prior to its implemen-
tation or material modification and periodically 
thereafter to determine whether it could give rise to 
a conflict of interest.42

Board Considerations
As boards of directors seek to come to terms 

with the implications of use of AI for their oversight 
duties, a useful adage is “Build the brakes when you 
build the car!” This technology is nascently embed-
ded within our industry and its deployment will only 
expand in the coming years. Thus, it is important to 
grapple with the issues it presents before it brings 
about unwelcome surprises. Rather than retrofitting 
controls, as was the case when cyber security con-
cerns first emerged, boards should be attentive to 
ensuring that the deployment is well controlled and 
understood from the beginning.

In this respect, directors may wish to create an 
AI oversight framework. This framework will nec-
essarily involve new topics and concerns. In addi-
tion, existing oversight functions may take on new 
dimensions to deal with oversight of AI applications.
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Oversight Framework
At the outset, a fund board may wish to under-

stand the adviser’s approach to the use of AI and 
request periodic briefings at board or committee 
meetings. Topics might include:

1. Has the adviser mapped the areas within its 
organization where it is currently or could deploy 
AI applications and identified related gating items 
and codependences for further deployment?

2. Is the adviser applying a “sandbox” approach to 
potential applications?

3. Does the adviser have a strategy for the use of 
AI with respect to portfolio management, digital 
engagement processes and other applications?

4. Has the adviser assessed risks and threats associ-
ated with the use of AI?

5. Has the adviser developed a thoughtful govern-
ance and accountability program covering its AI 
applications and related risks and threats?

6. The more an AI system learns, the further it gets 
from its initial programming. Has the adviser 
built in robust testing before launch, a con-
tinuous testing program, and strong controls 
to ensure that outcomes continue to fall within  
expectations?

Enhancements To Existing Oversight 
Functions

Use of AI may impact familiar oversight func-
tions. A fund board may seek additional information 
in connection with its existing oversight of the fol-
lowing matters:

1. Cybersecurity. Threat actors using AI may pose 
new and more complex threats. The ability of AI 
agents to mimic human communication and the 
low cost of scaling AI agents increase opportuni-
ties for fraud, phishing and other cyber threats. 
AI may also be used defensively.

2. Outsourcing and vendor management. Does the 
adviser understand the use and AI capabilities of 

existing vendors? Fund advisers should also be 
identifying and vetting vendors that offer AI-based 
products. For example, law and accounting firms 
are increasingly relying on AI enhanced products 
and specialized AI products have been developed 
for multiple industries. Advisers should have a 
full understanding of where AI is being employed 
in their vendor ecosystem, how their data is being 
used to train the vendor’s AI models, and related 
risks and opportunities.

3. Concentration risk. The asset management indus-
try is already subject to risk from its concen-
tration of key vendors. As Chair Gensler has 
pointed out, there may be overreliance “on one 
base level, what’s called [the] generative AI level,” 
with multiple fintech applications built on top 
of that level.43 Failure at the generative AI level 
could then cause cascading failure. As an exam-
ple, today there are multiple front-end brokerage 
apps, but close to 90 percent of the dollar vol-
ume of trading is executed by three wholesalers. 
Reliance on base-level technology is not always 
apparent.

4. Supervision and systems controls. Many fund 
advisers have initially chosen to ban or limit use 
of AI tools within their firms. How is the use of 
AI monitored within the adviser’s operations? 
Has the adviser provided guidance or train-
ing to employees on the use of AI systems and 
assessed any confidentiality and privacy con-
cerns? Does the adviser track which individu-
als at the adviser and which third party vendors 
have access to the firm’s AI models and data 
inputs and outputs?

5. Data privacy. Collecting and using proprietary 
data or customer data for AI applications should 
be closely monitored for compliance with privacy 
laws. It also is possible that vendors are training 
their own AI on data gleaned from the adviser. 
How does the adviser protect its own data and 
that of shareholders?

6. Disclosure. The use of AI may require revised or 
enhanced risk disclosure.
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New and Novel Issues
Some aspects of AI raise novel questions:

1. It has been suggested that flaws in the design or 
application of AI technology can create enter-
prise-level risks because a coding error or mistake 
in design can be rapidly repeated prior to detec-
tion. Fund boards should seek to understand how 
these risks are mitigated.

2. Ensuring that the technology is transparent and 
explainable. As noted above, this has been an 
area of regulatory concern and is emphasized 
in the proposed AI Conflicts of Interest Rule. 
It is also important that portfolio managers and 
those charged with oversight and control, not 
just technologists, understand how applications 
function.

3. Avoiding biases and discriminatory outputs, 
especially in employment and interactions with 
clients. Where digital engagement practices are 
utilized, this raises particular concerns.

4. The deployment of AI raises both ethical and 
commercial issues for workforce management. 
Fund boards may wish to understand the fund 
adviser’s strategy with respect to whether the 
use of AI will enhance employee skills, produc-
tivity and career opportunities or result in job 
displacements.

Model Risk
Use of AI can create model risk. Directors should 

seek to understand the governance and controls 
framework covering the development and use of AI 
based models. Elements of “model governance” can 
include:

1. Ensuring that algorithms operate as intended. 
The initial design should incorporate compliance 
with all relevant laws and regulations. The design 
should be subject to regular testing of outcomes. 
Embedded assumption should be regularly 
refreshed.

2. Ensuring explainability of an algorithm’s core 
operations, an understanding of the data sets the 
model was trained on, and the potential for data 
drift over time.

3. Understanding and disclosing material limi-
tations or risks associated with the use of an   
algorithm.

4. An oversight framework that draws on expertise 
across the enterprise. It is important to ensure that 
senior management, risk management personnel, 
compliance personnel and internal control have an 
understanding that is sufficient to recognize and 
mitigate relevant risks arising from use of the model.

Conclusion
As with all technologies, the widespread deploy-

ment of AI will likely come with both costs and 
benefits. Its use also will generate new regulations 
and compliance considerations. Understanding the 
basics of how it works, regulatory considerations, 
and the risks and opportunities it provides is increas-
ingly important for directors to effectively discharge 
their watchdog role.

Ms. Moynihan is a partner at Perkins Coie LLP 
in Washington, DC. Ms. Ganapathy is senior 
counsel at Perkins Coie LLP in New York, NY. 
The authors would like to acknowledge Henry 
Little and Stephanie Flynn, Summer Associates 
at Perkins Coie, for their assistance in preparing 
this article.
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